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Related Work
Liu et al. [1] uses semantic components 
as supplements of the inputs to guide 
the retargeting process.

Kajiura et al.[2]. utilize the resinforce-
ment method to retarget original image.

Different previous retargeting works, we 
utilize texts as descriptions for 
the output images. By using different 
texts, we can acquire different 
corresponding image contents.

Problem
Existing retargeting approaches focus 
on improving the output quality in 
terms of visual appearance and 
similarity preservation with the input 
image but neglect the personal control 
of the results.
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Method
We propose language-driven diversified image retargeting method 
(LDIR) based on a self-play pipeline. The agent works as a decision 
worker and interacts with the reward to select the operator step by 
step. The reward as a assessment to evaluate the selected 
sequence and update the agent.
For each step, the agent receives the retargeted image and text and 
calculates the possibilities of adopting different operators from action 
space to operate the retargeted image. The agent works tmax 
steps until the output ratio satisfies the target ratio.
The reward is consisted of BDW which is used to measure similarity 
of original and retargeted image and consine which measure the 
similarity of text and retargeted image.
To guarantee the selected operator sequence is optimal, we 
introduce the self-play procedure. The final retargeted results are 
judged by reward. When training, we return the victor’s reward to  
update the agent. As for testing, we use the victor as the final output.

Results
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